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Introduction 
 
For many years, the gold standard of data collection in survey based research has been face to face interviews with a random 
sample of the target population (Yeager et al. 2009). A large dataset of such randomly selected respondents is still considered the 
most trusted source of information on a target population. This dominance of face to face research using probability samples has 
been steadily decreasing due largely to cost, practicality and speed of delivery. Increasingly there is pressure to move surveys to 
an online collection methodology. They are seen as more practical on these parameters.  
 
Some online surveys have been done with probability samples of the population of interest (e.g., Moskalenko and McCauley 
2009; Skitka and Bauman 2008). Here evidence suggests that data collection from probability samples via the Internet can yield 
results that are equally or more accurate than RDD telephone interviews or face-to-face interviewing with area probability 
samples (e.g., Chang and Krosnick in press; Smith 2003) possibly as a result of more candid responses in the absence of the 
interviewer (Dayan et al 2007). 
 
However, the majority of online surveys are carried out with respondents collected through non random probability methods. 
Specifically, most commercial online surveys are run through Online Access Panels. There has been much research published 
indicating problems encountered when trying to compare information collected via Access Panels to the general population.  A 
large part of these problems are associated with the samples taking part in the surveys and can be seen by errors or biases in 
results. 
 
Attempts to remove these biases either through careful sample selection or via post survey weighting have had limited success 
(Yeager et al. 2009). One theory for the lack of success is due to there being several biasing effects that are not easily corrected 
via a method that attempts to correct all in one go. These can be broken down into three basic error types:  
 

• Coverage – not everyone is connected to the Internet so cannot be online 
• Self selection – not everyone on the Internet will want to join an online panel and complete surveys regularly 
• Non response – not everyone who joins a panel and is invited to take part in a survey will choose to do so 

 
In most academic and professional studies of this online panel inference problem researchers have tended to ‘bundle’ these three 
unique error terms into a single response probability and aim in one way or another to estimate, for any given survey, the 
respondent’s probability of selection from the population of interest to the achieved sample (Lee 2006).   
  
A conceptual framework is presented in this paper that deconstructs the Online Access Panel sampling process into two main 
stages as follows: 
 

• Panel Assembly - taking separate account of population biases of those that connect to the Internet and those who 
would join an Internet Access Panel 

• Survey Sampling - taking into account panellists’ non-response error by demographic group. Additionally, further 
adjustment variables are also defined relating to the research topic to identify criteria that may be important for 
controlling the sample selection. 

 
An immediate benefit of this framework is that it allows the model specification of the statistical adjustment to be error specific 
as well as to be informed by established theories for the two stages, and so potentially be more efficient. This deconstruction is 
parallel to that described by Groves and Couper (1998) for household non-response to non-contact and non-cooperation. Their 
main argument was that all well-specified response propensity models have different functional forms and so should be 
modelled separately. We agree and share the belief that the tendency both of the literature and of professionals to lump these 
phenomena together (along with the large non-response error) into one post survey adjustment model is probably one reason for 
the failure to achieve good, or at least consistent, estimates through the Online Access Panel platform.  
 
Specifically, we expect that the causes of Internet connectivity and panel volunteering, the two main sources of error in panels, 
are different and sometimes even contradictive. For example there is a positive correlation between education and internet 
connectivity but within the online population there is a negative correlation between education and the likelihood of joining an 
Access Panel. 
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In this paper we show initial results of an application of the model to the GB case. We start by describing through the Total 
Survey Error framework the access panel assembly and survey stages. Here we focus on the specification of a Panel Assembly 
propensity model that includes two phases- Internet Connectivity followed by Panel Self Selection but detail how a non response 
stage is incorporated as well to create a Three phased adjusted estimator. For the estimation of the proposed model we require 
three sets of data with overlapping auxiliary data- (1) a large representative sample of the population that does not access the 
Internet,  (2) a large representative sample of the Online connected part of the target population and  (3) an Online Access panel.   
Using the Ipsos Online Access panel and the British National Readership Survey (NRS) we construct a panel assembly 
propensity model by estimating consecutively both components. We then test its effectiveness separately on an online survey 
recruited from the access panel applying the necessary weighting in stages.   
 
The Online Access Panel problem through the Total Survey Error Framework 
 
Total Survey Error (TSE) Models attempt to understand the properties of the survey process. Applied correctly, they can lead to 
better prediction and adjustment models.  In the study of TSE components, the survey process can be broken down into four 
main sources of error: Frame, Sampling, Measurement and Non-response (Unit/Item). 
 
This framework gives the statistician a structure that allows them to express statistical manifestations of individual error sources, 
and possibly the interdependency among these sources when they exist. It pushes our realisation that something must be done 
about these errors and motivates preventive strategies. Another product of a TSE perspective is the creation of Quality Indicators 
for the different aspects of the panel and survey process. Here we use the TSE to catalogue findings: gauge the relative 
contributions to total error, establishing the relative importance of (and thus the urgency in dealing with) individual components 
and rationally appropriating resources to deal with error sources.  
 
Over the years the TSE model has evolved considerably (see Groves 1989, Groves et al 2004 for example). In this paper we 
focus our attention on the three main sources of error in Online Access Panels- Coverage, Self Selection and finally non-
response error. For each of these errors we shall identify and estimate its associated bias and attempt to adjust for it through 
modelling the error process individually. 
 
A sample survey process on a commercial Online Access Panel has four major conceptual and operational stages. These are 
described in figure 1. The errors associated with this survey process are shown in figure 2 and taken from Lee (2004) 
 

Figure 1 – Typical sample survey process for an Internet Access Panel 

 
 

Figure 2 – Sources of error in an online survey 
 
 
 
 
 



Worldwide Readership Research Symposium 2009 Session 4.7 

 325 

 
To this we can also add measurement error in some cases linked to how questions are asked in a self-completion online survey 
(Carroll, Collins, Farrer, WRRS, 2009). 
 
To explore this we have created a unique dataset that merges the National Readership Survey (NRS) and the Ipsos Online 
Access Panel over 100 social demographics, lifestyle, internet and area level variables. This dataset includes: 

• Approximately 9,600 NRS respondents who are non-Internet users and 19,800 NRS respondents who are Internet 
users. These respondents represent the 2008 survey dataset. Respondents from Scotland were removed for data 
processing reasons. 

• Approximately 30,000 Ipsos Online Access Panel respondents covering England and Wales. These represented 
around 10% of the total online access panel base available at that time.  The information available on these panellists 
is limited to basic demographics and limited media usage information covering radio listening. Unfortunately 
newspaper and other readership is not currently screened on this panel. 

 
Our first application of the dataset will be to estimate the two main biases- Coverage and Self Selection. What are their absolute 
and relative sizes and what can we learn from them on the Online and Panel population? 
 
The 2008 NRS dataset weighted to normal population targets for England and Wales shows that the estimated proportion of the 
population who have had access to the Internet in the last year is 71%. The places people access the internet are varied and 
includes home (92%), work (40%), educational establishment (13%) and increasingly via mobile phone (16%).  More than nine 
in ten (94%) now have a broadband connection.  
 
Internet users are referred to in this paper as the online population, non-Internet users as the offline population. The panel 
population profiles are taken from the latest screened Internet statistics for those panel members. 
 
Coverage and selection bias 
 
In this section we review the coverage and self selection bias. Separating and measuring these two biases will give three main 
benefits: 
 

(1) Allow us to assess the size of each error, which then in relative terms will give an indication of where to put more 
emphasis in adjustment.  

(2) The isolation of the errors will show us the direction and functional form of our adjustment. That is, we suspect that 
the two errors do not necessarily bias our main estimates in the same direction (over versus under estimation) and such 
an understanding will guide as to the components and functional form of the adjustment tool whether it be some type 
of weighting or matching 

(3) This deconstruction can identify optimally the operational side of the panel company as to where they can focus the 
recruitment of new panellists.  

 
With many demographics, it is possible to improve the self selection bias by targeted recruitment. Typically, recruitment may be 
via banner advertising or via email contact lists. Using the right website or list will influence the panel composition, though in 
general our panel recruitment follows general non-minority targeting principles. 
 
Some demographic measures are though not possible to influence recruitment and targeted profiles of panel members may show 
high levels of self selection error if joining a panel is a discriminator on this variable. Having a very large pool of respondents of 
course does help the sample selections to take these differences into account when known. 
 
The profile of the offline population versus the online population shows large differences in almost all major social demographic 
characteristics (table 1). For example, non-Internet users are more likely to be in certain regions (table 2), Female, disabled, 
widowed, less likely to be working, from lower social grades and older.   
 
The online population is younger, is more likely to be single, and there are more likely to be children under 15 in the household. 
The latter however does not show a perfectly linear relationship with number of children (table 3) and there may be interactions 
with ethnicity and social grade. Internet users are more likely to be working full time and be more educated (table 4). 
 
These results reinforce our perception of the profile of online and offline populations. As the online percentage in the population 
increases, we expect the differences between online and offline populations will become more extreme on certain variables. 
 
Note – in tables Coverage Bias  =  (Online pop % – offline pop %)/ Offline pop % 
  Self Selection Bias  =  (Panel % - online pop %)/ Online pop % 
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Table 1 – Example demographic groups of the offline, online population and Ipsos Access Panel members with bias 

indicators 
 

Demographics Offline 
Population  

Online 
population  

Panel  Coverage 
Bias % 

Self Selection 
Bias % 

Age (mean) 61.2 39.8 42.9 35 8 
Income band (group) 3.8 6.7 5.7 75 14 

% Main Shopper 74 63 58 14 8 
Mean number of people in household 2.2 3.0 2.9 35 3 

Mean number working in household 1.5 1.7 1.5 8 11 
Mean number of adults aged 15+ 2.0 2.5 2.3 24 9 

Mean number of Children under 15 0.3 0.6 0.5 135 10 
Mean number of males 1.0 1.3 1.1 33 15 

Source – NRS 2008 and Ipsos Online Access Panel 
 

Table 2 – Region at location of the offline, online population and Ipsos Access Panel members with bias indicators 
 

Standard Region Offline 
Population 

% 

Online 
population 

% 

Panel % Coverage 
Bias % 

Self 
Selection 
Bias % 

North 8.7 4.8 5.6 45 17 
North-West 12.5 12.6 13.3 1 6 
Yorkshire and Humberside 11.5 9.7 10.9 16 12 
West Midlands 11.7 10.0 9.0 15 10 
East Midlands 9.0 8.6 10.0 4 16 
East Anglia 3.7 4.7 12.9 30 174 
South-West 10.1 10.5 10.6 4 1 
South-East 16.2 22.4 17.2 38 23 
Greater London 9.0 16.7 9.8 86 41 
Wales 7.5 4.8 5.6 36 17 

Source – NRS 2008 and Ipsos Online Access Panel 
 
Table 3 – Number of children by Internet availability in household 

 
Number of children in 
household 

Offline population 
% 

Online population 
% 

Ratio Internet to non-
Internet 

0 86.2 65.0 0.8 
1 6.2 16.6 2.7 
2 4.6 13.1 2.8 
3 2.0 4.1 2.1 
4 0.8 1.0 1.3 
5+ 0.2 0.2 1.0 

Source – NRS 2008 
 

Table 4 – Qualification levels of the offline, online population and Ipsos Access Panel members with bias indicators 
 

Qualification Offline 
Population 

% 

Online 
population 

% 

Panel % Coverage 
Bias % 

Self Selection 
Bias % 

Secondary school or earlier 53.9 37.3 41.3 31 11 
Higher education below 
university degree level 

26.7 27.6 19.1 3 31 

University degree (Including 
polytechnic or college degree) 

19.3 35.1 39.6 82 13 
 

Source – NRS 2008 and Ipsos Online Access Panel 
 

 
The self selection panel joining bias works differently in many instances to the coverage bias. Panel members are more likely to 
be female, older, have lower income, not full time working (table 1). There are some large regional differences on panel 
members (table 2). 
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Level of education is an example of where the biases work in different ways (table 4). The online population is educated to a 
higher level and is almost twice as likely to have a university degree than the offline population. Those educated to secondary 
school are under-represented (54% offline versus 37% online). On joining an online access panel, those in the middle education 
band to Higher Education level below degree are under-represented. One reason may be that the incentive effect may have 
appeal to the less educated group. Such a difference highlights our issue around deconstructing the errors. 
 
There are also differences between offline, online and panel populations on demographic areas that cannot be corrected by 
normal demographic weighting. For example, the presence of landline and mobile phones shows large differences relating to 
panel selection (table 5). Mobile phone only households are a relatively new component of the survey mix and this segment of 
the population has recently been described in the UK market (Stead, Farrer 2009). 
 
Table 5 – Telephone ownership of the offline, online population and Ipsos Access Panel members with bias indicators 

 
Phone Ownership Offline 

Population 
% 

Online 
population 

% 

Panel % Coverage 
Bias % 

Self 
Selection 
Bias % 

Mobile Only 10.3 8.8 2.8 15 68 
Landline only 30.2 3.1 1.9 90 39 
Both 54.2 83.2 95.2 54 14 
Neither 3.1 .4 .1 87 75 

Source – NRS 2008 and Ipsos Online Access Panel 
 
The difference between offline and online profiles is a general indication of differences in profile around technology based 
ownership. This difference is shown in table 6.  
 
The difference in profile of telephone ownership between online and panel populations is an indication of the more transient 
nature of mobile phone only households. We know they have more recently moved house for example and it may be that a panel 
that is recruited over a long period cannot keep up with frequent changes on such measures that of course results in biases in 
both coverage and self-selection. 
 
Table 6 – Technology items owned on the offline, online population and Ipsos Access Panel members with bias indicators 

 
Items owned Offline 

Population 
% 

Online 
population 

% 

Panel % Coverage 
Bias % 

Self 
Selection 
Bias % 

Home Cinema 33 53 52 54 -2 
Game Console 15 49 52 218 7 
PDA 1 10 13 830 33 
PC/Laptop 29 92 84 201 -9 
MP3 Player 12 56 60 333 8 
Web Cam 4 26 39 591 51 

Source – NRS 2008 and Ipsos Online Access Panel 
 
There are also differences between offline, online and panel populations on survey measurements related to media research. 
 
Examples for national daily newspapers are shown in table 7. A survey suffering from online coverage bias would overestimate 
some titles and underestimate others. Overall though, offline populations are more likely to be readers of national daily 
newspapers than online ones. 
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Table 7 – Internet and non Internet user profiles for daily newspapers – measure is Almost Always Frequency 
 

Newspaper Offline 
population 

% 

Online 
Population 

% 

Difference 
% 

Coverage 
Bias % 

Financial Times  0.1 1.0 0.8 706 

The Guardian  0.6 2.6 2.0 320 

The Independent  0.3 1.3 0.9 277 

The Times  1.6 4.0 2.4 153 

The Daily Telegraph 3.6 3.7 0.1 3 

Daily Mail  11.1 8.3 2.7 25 

Daily Express  3.9 2.0 1.8 47 

Daily Mirror  10.1 5.5 4.6 45 

The Sun  15.6 12.6 3.0 19 

Any National Daily 43.3 35.3 8.0 18 

Source NRS 2008 
 
Finally, similar results for listening to national UK radio stations are shown in table 8 where we are able to compare offline, 
online and panel profiles. This table is important as these are the only media statistics that are presently collected of all Ipsos 
Online Access Panel members. As expected, the radio stations appealing to younger listeners (BBC Radio 1) and men (BBC 
Radio 5 live) show the largest differences between offline and online populations. The upmarket radio stations of BBC Radio 3 
and Classic FM show the largest self selection bias.  
 

Table 8 – Radio listening in the offline, online population and Ipsos Access Panel members with bias indicators 
 

 Radio station Offline 
Population 

% 

Online 
population 

% 

Panel % Coverage 
Bias 

Self 
Selection 

Bias 
BBC Radio 1 10 30 29 220 -6 
BBC Radio 2 20 26 34 33 27 
BBC Radio 3 3 4 5 35 37 
BBC Radio 4 13 18 19 42 4 
BBC Radio 5 live 5 12 15 126 20 
Classic FM 9 11 16 28 48 
Talk Sport 3 6 7 158 8 

 
*Source – NRS 2008 and Ipsos Online Access Panel 
 
Methods for Reducing Error in Online Panels 
 
The challenge of reducing the bias associated with online access panels has taken several shapes and forms. The following are 
possible approaches. 
 
In these examples, we signify y as the attribute we are measuring and p the propensity to participate in a survey. 
 
Direct estimation 
 
A simple approach for a set of panel results would be to use the panel mean directly. Bethlehem (2009) and others have shown 
that under a general set-up the expected bias of the direct mean of the panel is simply C (p , y), the covariance (unstandardised 
correlation). This suggests that the bias is determined by the average propensity in the population, where the higher the 
likelihood of population members to participate, the lower the bias. The bias is also a function of the relationship between the 
target attribute and the volunteering propensity. Thus the bias will diminish the more individual panel volunteering probabilities 
are similar, or the more similar the attribute measured is across the population. The bias will diminish also when the association 
between the attribute and the probability is low. This last case explains why some attributes may have a high online survey 
potential whereas others more technology oriented are unlikely to be estimated well by an unadjusted panel sample.   
 
This is not an appropriate method for readership and media research as shown by the differences between offline and online 
populations in table 7. 
 



Worldwide Readership Research Symposium 2009 Session 4.7 

 329 

Population based auxiliary information 
 
In most surveys researchers do attempt to improve on the direct estimation and use known population information. This 
information is usually the population profile on publicly available key social demographic indicators such as age, gender, region 
and social grade or some equivalent measure. The aim is to adjust the panel sample before and / or after data collection on these 
variables.  
 
Post survey weighting adjustments are popular methods in statistical practice that use auxiliary data to (a) reduce the variance of 
sample estimates, by taking advantage of the relationship between the target attribute y and the weighting variables in what is in 
fact an approximate Analysis of Variance type of procedure, and (b) it can be used to implicitly model the unknown response 
probability behaviour by in effect classifying the population into homogeneous groups where response behaviour within these 
classes are similar. An optimal weighting design will attempt to capture both (a) and (b). This is sometimes called Double 
Robustness (Litle and Vartivarian 2003). 
 
There are some weaknesses with this method. First the population counts of the weighting classes need to be known as well as 
collected in the survey itself. There is also the fear of running into large stratification matrices. An even more serious threat is 
that there is no real reason to believe that both y and the response propensity variation are grouped within the same strata. Lastly 
expert knowledge will probably contradict that the same functional form, a simple ANOVA model in this case, is appropriate for 
both mechanisms- y and p. 
 
Yeager et al. (2009) have produced an extensive comparison of post stratification or outgo balance on population figures. 
 
Using auxiliary information from a reference sample 
 
A key assumption when considering whether an adjustment is effective or not is the statistical condition Missing at Random 
(MAR). MAR simply assumes that the available auxiliary information (here the weighting variables) explain the relationship 
between y and p well. This means that our weighting variables should be able to predict the causes of response propensity as 
well as being strong drivers of the attribute y.  
 
However, given that normally our available information of the population is limited to a small number of demographics that may 
or may not be interlocked and can come from a variety of different sources, this can be an unrealistic assumption resulting in 
ineffective adjustment. Post weighting the level of bias will remain the same. 
 
A common approach taken to try and meet the MAR assumption in recent years has been to run a smaller reference offline 
survey parallel to the online one. This survey is normally a random probability one in which we assume results are unbiased or, 
more realistically, are much smaller. Through this reference sample the researcher may collect data that are possibly more 
relevant to the response probability of a respondent to an access panel.  
 
Bethlehem (2008), Schonlau et al (2002) and others have described in detail the strengths and weaknesses of this approach. 
When the reference sample is used simply as a means of estimating the population profile we achieve an adjusted estimator 
which is of the same form as the post stratification estimator above. That means that the quality of the bias reduction is a 
function of the explanatory power of the weighting variables which we assume to be equal to or greater than the publicly 
available socio demographics. On the other hand this estimator results in sharp reduction of the effective sample size. In fact the 
standard error of the adjusted estimator is of the order of the reference sample. Schonlau et al (2002) indicate that in terms of 
Mean Square Error (MSE), a measure of accuracy taking into account both variance and bias, a more efficient estimation 
procedure would be to allocate the Online panel cost to a larger probability based sample.  
 
This trade off between bias and variance/standard error is identical for any method where a larger convenience sample is 
adjusted by a smaller random probability sample.  
 
Matching panellists to an external database 
 
One slight variation on the previous approach is to sample from the Online Access Panel using a ‘mirror’ sample drawn from 
available governmental or commercial databases that are, at least, seen to be more representative of the target population. A 
good example of this method is YouGov Polimetrix in the USA (Rivers 2005). In this approach, before sampling from the 
company panel, they first find a database that can enumerate the target population. This database can be considered as a 
sampling frame.  
 
On a readership study, the target would be the general population (or all adults) and for enumeration of this target population to 
use consumer databases compiled by commercial vendors such as CACI or Experian. Then create a target sample from the 
population list using the necessary stratification and selection rules. Finally match each member of this target sample to a similar 
member from the online panel by means of some statistical distance metric.  
 
This method does attempt to overcome two weaknesses described previously by (a) using a usually very large platform (i.e. 
database) as a reference sample and so there is only a small reduction in the effective sample size and (b) getting closer to the 
MAR assumption by using a possibly richer population platform data source. 
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However, we still may be cautious of whether the commercial database is indeed an unbiased sample of the population itself, the 
accuracy of this database and question whether the matching variables and matching technique really capture the necessary 
profile of the population resulting in a substantially smaller bias. There are a number of such population lists available in the UK 
and they are often used as sample discriminators for offline samples. 
 
Propensity score adjustment 
 
The propensity score adjustment is simply an optimal approximation to an exact adjustment method. It is a method initially 
suggested by Rosenbaum and Rubin (1984) and has since emerged as one of the most popular adjustment methods in the fields 
of medicine, economics and social research. It has recently been adopted as a possible adjustment method in online research. Lee 
(2006) and Duffy (2005) provide comprehensive reviews and examples. 
 
Consider the example shown in table 9 where there are eight population profile variables from an available large random 
probability collected database.  
 

Table 9 – Example of population variables that may be used in weighting adjustment 
 

Adjustment Variable Number of categories  
Age bands 9 
Gender 2 
Income Bands 10 
Social Grade 6 
Standard Region 8 
Employment status 6 
Education Level 5 
Social involvement index 8 
Household Tenure 5 

 
It is reasonable to consider that these adjustment variables jointly, and not separately, may explain a large part of why a random 
unit in our population decides to join an Online panel. For example, it is the combination of age, income and education that 
defines the ‘Silver Surfers’ of the population rather than independently. In such a case we would then aim to recreate as a post 
adjustment the joint distribution of the population on these individual and household attributes. However, even with a relatively 
small number of 8 attributes we have reached a problem normally defined as the curse of dimensionality. Simply put, the 8 
variables create over a million adjustment cells which is not possible. 
  
The propensity score aims to resolve this problem. By definition, the propensity score is simply the conditional probability of 
being a member of the panel rather than in the reference sample. Normally we use a logistic regression to estimate this 
probability. When applying this method we use the estimated propensity score rather than the raw variables for adjustment.  
 
Thus, given the additional flexibility, the propensity score allows in terms of volume of adjustment cells, we would expect the 
MAR assumption to be more plausible.  However, usually only a small reference sample is used for propensity score estimation 
and there could still be a strong reduction in effective sample size. 
 
Summary and Conclusions 
 
From our review we can note that all current practices model the panellist propensity to participate in a panel survey in one step. 
Furthermore, when modelling this process the analysts usually use, to meet the MAR assumption, available population statistics 
or smaller reference samples. Lastly, in most cases the practitioner applies a combination of post stratification/ rim weighting on 
population percentages and some statistical multivariate adjustment such as propensity score but not with a clear separation as to 
which model y and which model p as well as the order of the two adjustments, see for example Lee (2004), Dever (2008) for 
practical examples.  
 
In light of this we propose to track the modular operational process of sampling from the Ipsos Online Access Panel, and 
decompose the inferential model accordingly, using a rich auxiliary dataset to meet the MAR assumption and a large nationally 
representative reference sample with an online/offline indicator. Finally we offer a structured post panel adjustment approach to 
incorporate modelling y. 
 
Our method - ‘Tracking the error trail’ 
 
We propose to update the well established modern model-assisted survey sampling approach to our panel correction question. 
The model is a two phased or double sampling method. We propose an estimator assuming an unknown sampling mechanism. 
Here we briefly describe the link between the conceptual TSE framework described previously to this model. We then present an 
estimator which is unbiased under the model assumptions which has also an approximately unbiased estimator of the variance- 
used for the calculation of confidence intervals.  
 
The TSE framework described earlier suggests that the path of a panellist to finally accept an invitation to a survey and respond 
to the web questionnaire can be conceptualized as a series of conditional events. Neyman (38) was the first to offer an estimator 
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based on a phased data collection design- at first we select, say, n out of N population units with a certain probability and ask 
them a small number of questions. Then, in the second phase we select m out of the n sampled units with a certain random 
probability design (e.g. after stratifying on information collected in first phase) for a more detailed survey. So instead of only 
one sampling error as we have in the normal single-phase case, we have two sampling errors. Further research in the field then 
updated this estimator to include the option of adding auxiliary information and also uses as a framework for non response, see 
Sarndal and Swensson (1987).   
 
The classic single-phase estimator divides each sampled unit by its inclusion probability. The two-phase estimator is an 
extension and divides each observation by the product of (a) probability of being selected in the first phase and (b) the 
conditional probability of being selected in the second phase given1.  
 
As noted earlier the errors we identify in the panel survey process are; Coverage, Self Selection, Sampling and Response. With 
these data collection phases our aim is to allow derivation from the respondent set of panellists achieved to the total target 
population. After modelling, the correction process will be an exact reverse picture of the survey process. At each stage we 
adjust for the specific error. 
 
In its simplest form our estimate of the total population for attribute y would then be  

 
This means that each panellist which has responded to our invite and has reported on their individual value of variable y (say 
readership of Newspaper X) will simply be divided by the product of three probabilities.  

 is the internet acceptance probability- the propensity of an individual k in GB population for having used the Internet 
at least once in the last year.  

 is the individual conditional self selection probability. That is the propensity an individual k, who uses the Internet at 
least once a year, has to join the IIS online access panel. 

 is the probability of panellist k to reply to the survey invitation as some panellists are more likely to reply than 
others.  

To estimate these unknown theoretical probabilities we have created a three layered dataset combining large representative 
samples of the British Offline and Online populations from the NRS and the Ipsos Online Access Panel. 

The Ipsos Access Panel part of the dataset includes a sample of active panel members who have provided answers to recent 
screening surveys on general topics. This information, along with responses at original recruitment information act as the basis 
for the access panel part of the dataset. This restriction of a complete set of responses to such surveys has reduced the number of 
panellist records available from over 350,000 to approximately 30,000.  

After sourcing the two data sources, a long data processing stage followed where a considerable amount of recoding of the two 
sources of data into common values was required. For example individual characteristics such as Social Grade, qualification 
levels, income and even ethnicity are asked in different ways or have different categories of answers.  
 
An immediate concern is that this data processing (recoding) stage, along with possible mode errors (Face to Face vs. Self 
Completion) may confound our self selection results. We have taken the step of sampling around 2,000 Ipsos Online Access 
panellists of the 30,000 we are using in this exercise and sending them a survey asking suspected questions with possible 
measurement in a common format2.  
 
We estimate Connectivity (the probability of accessing the internet) by a logistic regression model where the dependent variable 
is a flag indicating whether a random NRS respondent has or has not accessed the Internet in the last 12 months. Estimation of 
the model is done over the available created NRS-Access Panel dataset.  
 
The Self Selection probability (the probability of an individual joining the access panel) is estimated also by a logistic 
regression. Here the target is the flag variable indicating whether the unit is an ‘Online’ NRS respondent or an IIS panellist.  
 
Lastly, the response probability which measures how likely an IIS panellist is to reply to an invitation to complete a survey by 
Ipsos is estimated by a combination of logistic regression and classification trees on long term panellist behaviour information 
collected by the Ipsos Access Panel management team3.  

                                                                 
1 Which is not equal to the individual inclusion probability. 
2 The sampling stage has been completed on the 9th September 2009 and with it we will easily cross examine direct and recoded responses to 
inspect this possible data processing error. 
3 We do not use this adjustment here as the experiment is directly on the panel. 
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Testing the new estimation model on a combined NRS and Access Panel dataset  
 
The data processing procedure created a combined NRS-Access Panel dataset of over 60,000 observations on more than 100 
individual, household and (small) area level variables (these variables have been derived from Office of National Statistics based 
estimates and geodemographic lists such as Mosaic). We use this dataset to estimate two propensity models- Connectivity to the 
Internet and Self Selection to the Access Panel.  
 
The estimation of these propensities was through a sequential logistic regression modelling procedure. At first we run a logistic 
regression to estimate the propensity to connect to the Internet using the Online and Offline parts of the weighted dataset. 
Following this we segment the ‘raw’ estimated propensities into 8-10 propensity groups. This segmentation is a standard 
approach that protects from likely model misspecification and random errors. These segments create a broad more stable set of 
coverage error weights. We than apply these weights when running the second (conditional) Self Selection logistic model.  The 
resulting estimated probabilities are also segmented into 8-10 propensity groups.  
 
The first phase (Coverage) logistic regression model was run over 30,000 available observations from the NRS while the 
estimation of the conditional logistic regression model between the online NRS and Ipsos Access Panel dataset was estimated at 
over 50,000 observations of which 30,000 were IIS panellists and 20,000 were NRS respondents who are online. External 
datasets covering geodemographics were also added to try and increase the pool of information available. 
 
It has been assumed that there is no overlap between the two data sources. Whilst not strictly accurate, the online access panel 
does form only a very small percentage of the population (30,000 available in total represents less than 0.1% of the population). 
 
We end with two sets of profile distributions which can then be used for weighting (equivalently for sampling or matching) to 
adjust the two profiles (see Lee 2006 for more detailed review of the basic steps of the weighting approach).  
 
As with any modelling exercise there are a number of factors to take into consideration. For propensity score type estimation, 
there is a ‘triangle’ trade off of bias and variance between: 

 
(1) The number of variables to include in the model and their functional form (e.g. do we include interactions),  
(2) The number of segments to group these estimated probabilities  
(3) The shape of this grouping. That is, whether equal sizes in terms of observations or equal distance in terms of 

propensity scores.  
 
More variables and interactions and smaller propensity segments should increase the accuracy of the estimates however will 
probably increase the variance and so consistency of results. 
 
The aim is to find an optimal balance between an increase in the quality of prediction (and the plausibility of approximating the 
MAR assumption) while defending against an increase in sensitivity to model misspecification and variance of the propensity 
scores. 
 
 
Results of the Coverage Bias adjustment models 
 
The Connectivity propensity is the basis for our coverage adjustment stage and is modelled using the NRS only part of the data. 
The coverage model derived from logistic regression has identified key variables shown in table 10. 
 

Table 10 – Key variables to correct for Coverage Bias (Internet Connectivity) 
 

Internet Connectivity Model 
Individual Age Adults With No Low Qualification 

Rate (ONS) 
Phone Owner Net Income Estimate1 (ONS) 
Social Grade Rank Education Score Rank Areas 

(ONS) 
Employment Status  
Qualifications Topic of Interest 
House Tenure  Photography 
Gender Personal Finance 
Income Business/ Company news 
Ethnicity Education 
 Jobs/ appointments 

 
This model achieved a high level of classification rate (84% overall, 91% correct classification for the online population and 
72% for the Offline segment) and an average of 90% bias reduction on the variables in the model. 
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Table 11 shows, for a selection of daily and Sunday newspapers, the following 
 

• The original NRS estimate for the offline population using the original survey rim weighting to match the sample 
estimates on the population profile of age, gender, social grade and standard region. We are interested in looking at 
how well a random probability online sample can hope to estimate the readership behaviour of a non-covered offline 
segment of the same population.  

• The original NRS estimates for the online population 
• The unadjusted offline bias is simply the difference between the online and the offline populations. For example, the 

first title shown has a readership level of 0.1% in the offline population and a readership of 1.0% in the online 
population. This gives a bias of 0.8% between online and offline populations and a relative difference of 706%. We 
shall use the average relative absolute difference as a measure of a group coverage bias, the coverage bias of the 
unadjusted Online sample is 199% for the daily newspapers selected and 135% for the Sunday newspapers 

•  The adjusted bias after applying a rim weight on the online population to match the profile of the weighted offline 
sample. Following our previous example, the first title listed has coverage bias reduced dramatically and in relative 
terms it has dropped to only 92%, a dramatic change which implies a strong association between the likelihood to read 
the specific paper with the fundamental socio-demographic indicators used in rim weighting. The average coverage 
bias of daily newspapers reduced so 79% and Sunday papers to 77%.  

• The propensity score adjusted bias using the variables created from the logistic regression model. We are able to adjust 
even further by loading the adjustment model with far more variables and multivariate relationships than the rim 
weighting can cope with. The more aggressive propensity adjustment further reduces the relative bias of our example 
first newspaper from 92% to 11%. This means that an adjusted Online sample will overestimate the readership levels 
of the Offline population by only 10% a sizable reduction from the initial 706% we started off with. The average 
coverage bias drops to 41% and 55% for daily and Sunday newspapers. Whilst this shows a further improvement in 
the offline modelled readership, not all titles are improved above the rim weighting solution. 

 
The same analysis looking at the coverage bias for the national radio station listening estimates is shown on table 12. The same 
sequence of improvement for rim adjusted and propensity score adjusted relative bias is seen with the average bias across all 
stations reducing from 92% to 53% to 27%. 
 
Table 11 – Coverage bias statistics for daily and Sunday newspapers 
 

   Coverage Bias  

Unadjusted Adjusted Rim Propensity Score 
 Newspaper 

  
  

NRS 
original 
Offline 

Estimate 
% 

NRS 
Online 

Estimate 
% Bias % Relative 

% 
Bias % Relative 

% 
Bias % Relative 

% 

Financial Times  0.1 1.0 0.8 706.0 0.1 92.4 0.0 10.5 
The Guardian  0.6 2.6 2.0 320.3 1.2 194.2 0.7 94.5 
The Independent  0.3 1.3 0.9 277.3 0.5 156.2 0.2 51.6 
The Times  1.6 4.0 2.4 152.8 1.8 113.9 1.8 86.7 
Daily Mail  11.1 8.3 -2.7 24.8 2.9 26.1 1.1 8.8 
Daily Express  3.9 2.0 -1.8 47.5 0.3 6.6 -1.2 26.2 
Daily Mirror  10.1 5.5 -4.6 45.1 -1.3 13.1 -1.4 15.5 
The Sun  15.6 12.6 -3.0 19.3 -5.1 32.5 -4.4 33.2 
Any National Daily 43.3 35.3 -8.0 18.4 1.3 3.0 -2.2 5.0 
Average National Daily       199.1   79.4   40.9 
                  
Independent on Sunday  0.3 1.1 0.9 345.0 0.4 150.3 0.3 98.5 
The Observer  0.7 2.5 1.8 256.1 1.2 170.8 1.1 138.7 
The Sunday Times  2.0 6.6 4.6 237.5 2.9 146.6 1.4 56.2 
The Sunday Post  1.2 0.2 -1.0 80.3 -0.7 54.5 -0.7 52.5 
Sunday Express  3.9 2.2 -1.7 42.6 0.3 6.9 -0.6 13.0 
Sunday Mirror  8.7 5.4 -3.3 37.9 -0.9 10.2 -0.7 9.2 
The People  4.7 1.9 -2.9 60.8 -2.2 46.3 -1.7 41.5 
NOTW  15.0 15.0 -3.2 21.5 -5.0 33.6 -3.5 28.0 
Any Sunday  39.5 39.5 -4.4 11.2 3.0 7.6 1.5 3.7 
Average Sunday      135.2   77.4   54.7 
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Table 12 – Coverage bias statistics for national radio stations 
 

Coverage Bias  

Unadjusted Adjusted Rim Propensity Score 

Radio station NRS 
original 
offline 

estimate % 

NRS 
Online 

Estimate 
% 

Bias % Relative 
% 

Bias % Relative 
% 

Bias % Relative 
% 

BBC Radio 1 9.6 30.7 21.1 219.8 2.8 29 0.2 3.1 

BBC Radio 2 20.1 26.7 6.6 33 8.4 41.6 4.6 21.4 

BBC Radio 3 2.7 3.6 0.9 34.6 1.9 69.7 1 27.6 

BBC Radio 4 13 18.3 5.4 41.5 8.1 62.5 4.7 27 

BBC Radio 5 Live 5.4 12.1 6.8 126.5 2.9 53.4 0.9 16.2 
Classic FM 8.5 10.9 2.4 27.8 5.9 69 4.1 39.1 
Talk Sport  2.8 7.1 4.4 157.9 1.2 43.8 0.3 15 
None of These 
Stations 

29.2 14.8 -14.4 49.2 -11.3 38.7 -4.6 16.4 

Average station       91.6   52.7   21.3 

 
Other variables covered on the NRS questionnaire have also been looked at, including financial variables, car ownership, 
business information and so on. All tend to follow a significant trend of improvement. However in no measure can we say that 
all coverage biases are removed. 
 
Results of the self selection bias adjustment models 
 
Whilst not as large as the coverage biases observed, there are significant self selection biases reported previously between being 
online and joining/ participating in an online access panel. 
  
With the aim of identifying the size of these biases, along with theories on the causes of why people in the population participate 
in volunteer access panels, we have modelled Self Selection to the online access panel.  The estimation of the model was with 
the newly constructed online NRS-Access Panel dataset described previously.  
 
A logistic regression model predicting the self selection variable (Online vs Panel) as the dependent variable was run 
conditioned on the calculated coverage weights of the previous phase. The variables entering the model are shown in table 13. 
 
Table 13 – Key variables to correct for Self Selection Bias (Response) 
 

Self Selection to the IIS Panel Model 
Individual Age Frequency of using Internet  Mosaic Group 
Phone Owner Access Work Full Time HH 
Social Grade Access Education HH Size 
Employment Status   
Qualifications   
Gender Home Cinema Adults With No Low Qualification Rate (ONS) 
Income Game Console Net Income Estimate1 (ONS) 
Ethnicity PDA Rank Education Score Rank Areas (ONS) 
Marital Status   

 
The resulting model is a combination of 17 variables that include individual characteristics such as income, marital status, 
technology and Internet related issues – Internet frequency of usage, early adopter indicators and household and three area level 
indicators.   
 
There is a difference between this model and that of the coverage, in size and functional form- in the sense the independent 
variables, even if similar have different size and sign of coefficient. This implies that there is merit in the separation of the two 
processes as they are unique.  
 
Compared to the coverage model, the summary statistics of the model effectiveness are less favourable. The logistic regression 
overall classification rate is 76%, with only a 53% correct classification of the Online population and almost 90% on the panel. 
This imbalance is a symptom of a relatively weak model. This and other methodology concerns may explain the problematic 
adjustment results shown here. 



Worldwide Readership Research Symposium 2009 Session 4.7 

 335 

 
Table 14 compares three different possible estimations of the online population against the panel participating population 
covering radio listening information. 
 

• An unadjusted figure - direct use of the online access panel 
• Applying a rim weighting adjustment on age, gender, social grade and standard region 
• The self selection propensity score model from variables as selected in table 13  
 

As noted previously, our dataset does not currently include readership information from the online access panel so we cannot 
compare the effect of the self selection adjustment on these key variables.  

 
Table 14 – Self selection bias statistics for national radio stations 
 

  Self Selection Bias 
Radio station Unadjusted 

% 
Relative 

% 
Rim 

weight 
Adjusted 

% 

Relative 
% 

PS 
Adjusted 

% 

Relative 
% 

BBC Radio 1 -1.9 6.2 -2.0 6.6 -2.2 7.5 
BBC Radio 2 7.2 27.4 5.3 20.0 6.3 20.6 
BBC Radio 3 1.3 36.8 2.0 57.8 1.9 37.9 
BBC Radio 4 0.8 4.2 1.8 9.8 0.9 3.5 
BBC Radio 5 Live 2.4 19.7 2.7 22.2 4.0 28.5 
Classic FM 5.1 47.7 5.6 51.9 6.3 45.4 
Talk Sport 0.5 8.4 0.6 10.1 0.7 12.8 
None of These -2.2 14.3 -2.7 17.5 -1.9 16.1 
Average station   21.5   25.5   22.3 

 
The average self selection bias is much smaller than the coverage bias shown in table 12. The different adjustments do not show 
any improvements in the bias. In fact, the unadjusted estimate looks the most promising of the three compared here.  
 
Similar patterns of difference are observed when looking at technology ownership and financial product usage that are asked on 
both datasets. 
 
There are three possible reasons for these weak results where the pre and post adjusted Self Selection bias are of the same 
magnitude.  
 

(1) In many cases the variables described in this document involved at least some level of recoding to allow the merging 
of datasets. This recoding may have resulted in a confounding of errors, where differences between Panel based 
statistics and NRS Online respondents based statistics are actually due to recoding difficulties - or data processing 
error.  

(2) The question and other external information available for this part of the modelling is much more limited than that 
available for the coverage error estimation. Perhaps other variables covering the softer personality traits relevant to 
joining a panel may yield better results. 

(3) It is possible that the cause of these differences is due to classic mode effect between a CAPI face to face NRS survey 
and an online recruited panel 

 
Combining the two error models 
 
Table 15 shows the results for radio listening when the two error models are combined. Also shown are the population estimates 
for these variables derived from NRS. 
 
The first Access Panel estimate is derived simply from a common rim weighting solution of Age, Gender, Social Grade and 
Standard Region. Profile targets are taken from the NRS sample4. The second is created using the three phased model as 
described in this paper. 
 
Whilst some radio stations (for example BBC Radio 1) show a larger difference with our new weighted estimated, most show a 
considerable improvement with an average relative difference of 29% with the three phased weighting compared to 51% with 
the simple rim weighting. 
 
 

                                                                 
4 We have tested also the addition of Internet frequency and Broadband penetration to the Rim weighting with almost identical results 
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Table 15 – Comparison results of normal rim weighting and three phase weighting for radio listening – NRS versus 
online access panel 
 

  Normal Rim weighting Three phase weighting 

Radio station 

NRS 
combined 

online-
offline 

estimate 

Access 
panel 

Estimate 
% 

Difference 
% 

Relative 
Difference 

Access 
panel 

Estimate 
% 

Difference 
% 

Relative 
Difference 

BBC Radio 1 23.9 23.6 0.3 1.3 22.0 1.9 7.9 
BBC Radio 2 24.4 33.6 -9.2 37.6 28.8 -4.4 18.0 
BBC Radio 3 3.3 7.0 -3.7 113.3 5.1 -1.8 54.5 
BBC Radio 4 16.6 22.8 -6.2 37.5 17.9 -1.3 7.8 

BBC Radio 5 
Live 10.1 14.2 -4.1 41.1 14.6 -4.5 44.6 

Classic FM 10.1 19.9 -9.8 96.7 16.4 -6.3 62.4 
Talk Sport 5.1 6.5 -1.4 27.2 5.4 -0.3 5.9 

None of These 19.6 13.1 6.5 33.0 14.2 5.4 27.6 

Average radio 
station       50.7     28.7 

 
Conclusion and further work 
 
We believe that to improve the quality of access panel based survey inference a structured, theoretical sound and transparent 
approach needs to be taken. This work is an early contribution of a long period of analysis being undertaken by Ipsos MORI to 
attempt to understand the nature of online access panels and how to compensate for the known bias in estimates when compared 
to the general population. By constructing a unique dataset we have accepted our initial hypothesis that the coverage and self-
selection biases are often different and sometimes work counter to each other when looking at population characteristics of the 
offline, online and panel participating populations. Our work has shown that it is possible to identify the scale of these errors and 
that, over most of the attributes measured, the coverage bias is of higher magnitude compared to that of self selection. We have 
also presented our initial attempts to reduce the total bias by applying a phased propensity score weighting procedure that looks 
to offer some improvement compared to more conventional approaches. 
 
The coverage error, while post adjustment is still sizable over some measurements is, we feel, well understood and a focus in 
future work will be to improve on the theoretical model, the model specification and consequently the operational aspects to 
reduce this error further. Improvement has not been seen for the self-selection error and there remains ambiguity regarding the 
causes of the underperformance in this model. 
 
One drawback of using the Total Survey Error framework is that, the more accurate and realistic you are theoretically, the more 
complex the empirical work of applying such models involves. The online access panel bias correction problem covers many 
dimensions and so much work still lies ahead.  
 
In the first instance we wish to understand the results of the self selection adjustment. Its ineffectiveness may be a result of either 
(1) questionnaire wording differences we have failed to control, (2) lack of variables that can explain the relationship between 
the probability of joining an access panel and the different media measurements examined or (3) model specification. We are in 
the process of launching a new survey that will allow us to identify whether it is questionnaire wording that is the problem and 
additional information collected in future will give us a wider range of variables to understand the causes of respondents to join 
the panel. A final possibility of a straight forward mode effect between offline interviewer administered and online self-
completion surveys that results in variation is very possible and one that would be most difficult to untangle. 
 
In addition we are keen on examining additional aspects of the new model that have not been explored empirically. First, we 
have only superficially attempted to take advantage of the modelling y directly by regression estimation (which is equivalent to 
Calibration). The new model also provides a closed form variance estimator to be used in the calculation of confidence intervals, 
we shall examine through simulation how well these confidence intervals behave, specifically whether a 95% calculated 
confidence interval in fact covers the real readership figure 95% of the times. Lastly we shall compare more carefully the benefit 
of our phased approach to a single stage propensity score adjustment procedure.    
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